Q1. What algorithm or architecture do you think of which can satisfy the requirement (if any)? (Analogy will suffice), bonus point (optional) if you can think of some innovative method outside of present architectures like stacked LSTM, transformers, etc.

-Bert, transformer, attention algorithms

Q2. Any automatic (python script) **approach can you think of to label the data for training**?  
(Don’t overthink, think of simple approaches that you use as a human)  
-mapping words in sentences to ID(numbers) according to their position in a dictionary(all possible words)- id-representing as vectors-feed to trained models-classifies whether the sentence is insight or not. (Bag of words,)